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How should a nation manage its economic ties with the rest of the world? How
should the government regulate the flow of goods, people, and investment to and
from foreign nations? Debates_over foreign economic policies are a recurring, often
volatile, feature of national politics in all countries. Indeed, how governments should
now be dealing with the multiple' facets of ‘globalization’ is perhaps the single most
pressing political issue of ourtime. It is an issue that has been debated in international
institutions, national legislatures, and lecture halls across the world; it has mobilized
nationalist populist movements at one end of the political spectrum, and transnational
environmental and human rights organizations at the other; and it has led to violent
protests and demonstrations in the streets of Seattle, Melbourne, Washington, Genoa,
and New York. Wh_at are the battie lines in these political debates? How are policies
decided in different countries? How do differences in political institut
policy decisions? And how do new ideas and information about policy options filter
into palitics? This chapter examines each of these questions, focusing on the domestic
politics of trade, immigration, investment, and exchange rates.




Introduction

Each government must make choices about how
best to manage the way its own economy is linked
to the global economy. It must choose whether to
open the national market to international trade,
whether to liberalize trade with some nations more
than with others, and whether to allow more trade
in some sectors of the economy than in others. Each
government must also decide whether to restrict in-
ternational flows of investment in different sectors,
and whether to regulate immigration and emigra-
tion by different types of workers. And it must
either fix the exchange rate for the national cur-
rency or allow the rate to fluctuate to some degree,
in response to supply and demand in international
financial markets.

Of course, if every government always made the
same choices in all these areas of policy, things
would be very simple for us as scholars (and much
more predictable for the citizens of the world). But
governments in different countries, and at different
moments in history, have often chosen radically
different foreign economic policies. Some have
closed off their national economies almost com-
pletely from the rest of the world, imposing strict
limits on trade, immigration, and investment—an
example is China in the 1960s, which kept itself iso-
lated almost completely from the rest of the world’s
economies. In other situations, governments have
adopted the opposite approach, allowing virtually
unfettered economic exchange between their citi-
zens and foreigners— ironically, Hong Kong in the
1960s may be the best example of this type of ex-
treme openness. Most governments today adopt a
mixture of policies that fall somewhere in the mid-
dle ground between these two extremes, imposing
selective controls on activities that affect some sec-
tors of their economy, and restricting exchanges
with some foreign countries more than with others.
Understanding why governments make the par-
ticular choices they do requires careful attention
to the political pressures they face from different

domestic groups and the political institutions that
regulate the way collective decisions are made and
implemented.

Politics, we know, is all about who gets what,
when, and how. Different individuals and groups in
every society typically have very different views
about what their government should do when
it comes to setting the policies that regulate in-
ternational trade, immigration, investment, and
exchange rates. These competing demands must be
reconciled in some way by the political institutions
that govern policy-making. To really understand
the domestic origins of foreign economic policies
we thus need to perform two critical tasks:

1. Identify or map the policy preferences of differ-
ent groups in the domestic economy.

2. Specify how political institutions determine the
way these preferences are aggregated or con-
verted into actual government decisions.

The first step will require some economic analy-
sis. How people are affected by their nation’s ties
with the global economy, and thus what types of
policies they prefer to manage those ties, depends
primarily on how they make their living. Steelwork-
ers, for example, typically have very different views
from wheat farmers about most foreign economic
policies, because these policies rarely affect the steel
and wheat industries in a similar fashion. Of critical
importance here are the types of assets that individ-
uals own, and how the income earned from these
assets is affected by different policy choices.

The second step calls for political analysis. How
political representatives are elected, how groups or-
ganize to lobby or otherwise influence politicians,
and how policies are proposed, debated, amended,
and passed in legislatures, and then implemented
by government agencies, all depend on the struc-
ture of political institutions. Democratically elected
leaders face very different institutional constraints
from military dictators, of course, and even among
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democracies there is quite a wide range of institu-
tional variation that can have a large impact on the
behaviour of policy-makers,

These two analytical steps put together like this,
combining both economic and political analysis in
tandem, are generally referred to as the political
economy approach to the study of policy outcomes.
In the next two sections, we shall consider each
of the two analytical steps in some detail, exam-
ining the domestic sources of policies in the areas
of trade, immigration, investment, and exchange
rates. We shall then shift gears a little, and consider

Policy Preferences

The guiding assumption here is that, when it comes
to taking positions on how to regulate ties with
the global economy, individuals and groups are
fundamentally concerned with how different pol-
icy choices affect their incomes. Of course, people
may also have important non-materia] concerns
that affect their attitudes toward foreign economic
policies. Many people are concerned about the
ways in which globalization affects national secu-
rity, for example, and they worry about its impact
on traditional cultures, on the world’s environ-
ment, and on human rights; and these concerns
may have a direct impact on their views about
the regulation of international trade, immigration,
and investment. We shall discuss some of these
important considerations in more detail later in
the chapter. But we begin here with the simplest
possible framework in which economic policies are
evaluated only in terms of their economic effects.
Given that organized producer groups have almost
always been the most vocal participants in domestic
debates about foreign economic policies, and the
debates themselves have been couched mainly in
economic terms, this seems an appropriate way to
begin.

the ways in which ideas and information might
affect policy-making. We shall also discuss link-
ages between the different policy dimensions and
non-economic issues, focusing on environmental
and human rights concerns, and how they feature
in debates over foreign economic policies. Finally,
in the conclusion, to link all this to the discussion
of international collaboration and co-ordination
in the previous chapter, we shall briefly consider
the impact of domestic politics on bargaining over
economic issues between governments at the inter-
national level.

Trade

The dramatic growth in international trade over
the last few decades has intensified political debate
over the costs and benefits of trade openness. In
the United States, the controversy surrounding the
creation of the North American Free Trade Agree-
ment (NAFTA) in 1993 was especially intense, and
similar arguments have arisen in Europe over the
issue of enlargement of the European Union, and
over attempts to reform the Common Agricultural
Policy (CAP). Rapid trade policy reforms have also
generated a significant political backlash in many
developing nations, and recent years have witnessed
violent protests and demonstrations by groups from
a variety of countries that hope to disrupt meetings
of the World Trade Organization (WTO). Political
leaders around the world frequently voice concerns
about the negative effects of trade, and the need
to protect their firms and workers from foreign
competition.

What is behind all this political fuss and bother?
At first glance, it may seem puzzling that there is
so much conflict over trade. After all, the most
famous insight from international economics is the



proofthat trade provides mutual gains; that is, when
countries exchange goods and services they are all
generally better off. Trade allows each country to
specialize in producing those goods and services in
which it has a comparative advantage, and in doing
so world welfare is improved (see Appendix 4.1).
While there are gains from trade for all countries
in the aggregate, what makes trade so controver-
sial is that, among individuals within each country,
trade creates winners and losers. How trade affects
different individuals depends on how they earn
their living. To flesh out this story, economists have
traditionally relied on a very simple theory of trade
devised by two Swedish economists, Eli Heckscher
and Bertil Ohlin. In the Heckscher—Ohlin model
of trade, each nation’s comparative advantage is
traced to its particular endowments of different
factors of production: that is, basic inputs such
as land, labour, and capital that are used in dif-
ferent proportions in the production of different
goods and services. Since the costs of these inputs
in each country will depend on their availability,
differences in factor endowments across countries
will create differences in comparative advantage.
Each country will tend to export items whose pro-
duction requires intensive use of the factors with
which it is abundantly endowed relative to other
nations; conversely, each country will import goods
whose production requires intensive use of factors
that are relatively scarce. Countries well endowed
with land, such as Australia and Canada, are ex-
pected to export agricultural products (for example,
wheat and wool), while importing products that re-
quire the intensive use of labour (for example,
textiles and footwear) from more labour-abundant
economies like China and India. The advanced
economies of Europe, Japan, and the United States,
well endowed with capital relative to the rest of
the world, should export capital-intensive products
(for example, automobiles and pharmaceuticals),
while importing other types of goods from less

developed trading partners where supplies of cap-
ital are scarce compared to supplies of labour and
land.

Building on this simple model of trade, Wolf-
gang Stolper and Paul Samuelson (1941) derived
a famous theorem in 1941 that outlined the likely
effects of trade on the real incomes of different
sets of individuals within any economy. According
to the Stolper-Samuelson theorem, trade bene-
fits those who own the factors of production with
which the economy is relatively well endowed,
but hurts owners of scarce factors. The reasoning
is straightforward: by encouraging specialization
in each economy in export-orientated types of
production, trade increases the demand for lo-
cally abundant factors (and bids up the earnings
of those who own those factors), while reducing
demand for locally scarce factors (and lowering
the earnings of owners of such factors). In Aus-
tralia and Canada, the theorem tells us, landowners
should clearly benefit from trade, while workers
can expect lower real wages as a consequence of
increased imports of labour-intensive goods. In
the United States, the theorem predicts that trade
should benefit owners of capital and landowners
at the expense of workers. The converse should
hold in relatively labour-abundant (and capital-
scarce) developing economies such as China and
India, where trade will raise the wages of workers
relative to the profits earned by local owners of
capital.

By revealing how trade benefits some peo-
ple while making others worse off, the Stolper—
Samuelson theorem thus accounts for why trade
is such a divisive political issue. The theorem also
provides a neat way to map the policy prefer-
ences of individuals in each economy. In each
nation, owners of locally abundant factors should
support greater trade openness, while owners of
locally scarce factors should be protectionist (see
Box 4.1).
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Box 4.1 The Repeal of the Corn Laws

The story of the repeal of Britain’s protectionist Corn
Laws in 1846 is perhaps still the best-known example of
a political clash over trade policy that fits nicely with the
Stolper-Samuelson theorem. With the revival of foreign
trade after the Napoleonic Wars, policy debates in Britain
began to focus on the protectionist Corn Laws that re-
stricted importation of various grains (wheat, rye, barley,
and oats, as well as peas and beans), defended resolutely
by the landowning elite. Pressure for reform came most
strongly from manufacturers, especially textile producers
in Leicester and Manchester, anxious to reduce labour
costs (see McCord 1958), It was these manufacturers
who formed the leadership of the Anti-Corn Law League
in 1838, and a cotton manufacturer, Richard Cobden,
became the League’s most famous advocate. The push
for reform soon drew a larger following among both the
urban middie and working ciasses, and attracted support
from the working-class Chartist reform movemenf, which
organized the ‘bigger loaf’ campaign in the 1840s. The
effects were soon felt in Parliament, transformed by the
Great Reform Act of 1832 and the enfranchisement of
voters in the large industrial centres of the West Riding.
Cobden himself entered Parliament in 1841, campaigning
with the cry, ‘You must untax the people’s bread!” and

b

the League stepped up its campaign with a storm of pam-
phlets, petition drives, public meetings, and addresses to
labour unions. The widespread economic distress of the
early 1840s had a great impact on the Tory prime minister,
Robert Peel. He introduced a sliding scale for grain duties
in 1841 and then reduced those rates in 1842 and 1844, in
an attempt to ease the food crisis, but this aroused fierce
opposition from landed interests and from within Conser-
vative ranks. The failure of the potato crop in 1845, and
the ensuing food crisis, gave Peel the pretext to go further.
Amid reports of widespread starvation, the prime minister
pushed through a bill to repeal the Corn Laws altogether,
with support from both Liberals and Radicals. The con-
flict over repeal split the Conservatives irrevocably. Once
‘purified’ of their Peelite faction, the Tories (known for
years as the Protectionists) were increasingly isolated on
the trade issue in Parliament. Peel's supporters, including
William Gladstone, gravitated to the Liberals, and their
free trade platform drew on an immense base of support
among urban industrialists, the middle classes, and work-
ers. Gladstone’s first budget as prime minister in 1860,
effectively eliminated all remaining protectionist duties in
Britain.

J

There is a good deal of evidence in the histo-
ries of political conflict over trade in a variety of
nations that fits with this simple prediction (see
Rogowski 1989). In Australia, for example, the first
national elections in 1901 were fought between a
Free Trade party representing predominantly rural
voters, and a Protectionist party supported over-
whelmingly by urban owners of capital and labour.
A very similar kind of political division character-
ized most debates over trade policy in Canada in
the late nineteenth century, with support for trade
openness emanating mainly from farmers in the
western provinces. In Europe and Japan, in con-
trast, much of the opposition to trade over the last
century or so has come from agricultural interests,
anxious to block cheap imports of farm products
from abroad. In the United States and Europe, at
least since the 1960s, labour unions have voiced

some of the loudest opposition to trade openness
and called for import restrictions aimed at protect-
ing jobs in labour-intensive industries threatened
by foreign competition.

On the other hand, political divisions and coali-
tions in trade politics often appear to contradict this
simple model of preferences. It is quite common
to see workers and owners in the same industry
banding together to lobby for protective import
barriers, for example, in contemporary debates
about policy in the United States, even though
the Stolper-Samuelson theorem tells us that capital
and labour are supposed to have directly opposing
views about trade in these economies, So what is go-
ing on here? The critical problem is that the theorem
is derived by assuming that factors of production
are highly mobile between different industries in
each economy. An alternative approach to mapping



the effects of trade on incomes, often referred to
as the specific factors model allows instead that it
can be quite costly to move factors of production
between different sectors in the economy. That is,
different types of land, labour skills, and capital
equipment often have a very limited or specific use
(or range of uses) to which they can be put when
it comes to making products. The plant and ma-
chinery used in modern manufacturing industries
is very specialized: the presses used to stamp out au-
tomobile bodies are designed only for that purpose,
for example, and cannot be adapted easily or quickly
to perform other tasks. Steel factories cannot easily
be converted into pharmaceutical factories or soft-
ware design houses. Nor can steelworkers quickly
adapt their skills and become chemical engineers
or computer programmers.

In the specific factors model, the real incomes
of different individuals are tied very closely to the
fortunes of the particular industries in which they
make their living. Individuals employed or invested
in export industries benefit from trade according to
this model, while those who are attached to import-
competing industries are harmed (see Jones 1971;
Mussa 1974). In the advanced economies of Eu-
rope and the United States, the implication is that
owners and employees in export-orientated indus-
tries such as aerospace, pharmaceuticals, computer
software, construction equipment, and financial
services, should be much more supportive of trade
than their counterparts in, say, the steel, textiles,and
footwear industries, which face intense pressure
from import competition. There is much evidence
supporting these predictions in the real world of
trade politics, especially in the debates over trade
in the most advanced economies, where technolo-
gies (and the skills that complement them) have
become increasingly specialized in many different
manufacturing and service industries, and even in
various areas of agriculture and mining produc-
tion (see Magee 1980; Hiscox 2002). In the recent
debates over regional and multilateral trade agree-
ments in the United States, for example, some of
the most vociferous opposition to removing bar-
riers to trade has come from owners and workers

aligned together in the steel and textile indus-
tries.

The leading research on the political economy of
trade now assumes routinely that the specific fac-
tors approach is the most appropriate way to think
about trade policy preferences, at least in the con-
temporary context in the advanced economies (see
Grossman and Helpman 1994; Rodrik 1995), so we
shall rely on it for the most part in the discussions
below. This model, it is worth noting, is still nested
within the broader Heckscher-Ohlin theory that
explains trade according to differences in factor
endowments. Newer theories of trade, motivated
by some clear evidence that not all trade seems to
fit well with this simple endowments-based the-
ory (for example, Europe, Japan, and the United
States all importing automobiles from each other),
have made some significant departures from the
standard Heckscher—Ohlin framework. One inno-
vation is to allow that technologies of production
and tastes among consumers may vary substantially
across countries. Such differences might affect the
types of products an economy will be likely to ex-
port and import, but the predictions about trade
policy preferences derived from the specific factors
approach are not otherwise affected: individuals en-
gaged in export industries favour trade, while those
in import-competing industries oppose trade. A
more complicated innovation in trade theory al-
lows for the possibility of economies of scale. In
some industries requiring large investments of cap-
ital, the largest firms may enjoy such a dramatic
cost advantage over smaller firms that those mar-
kets tend to be dominated by only a few, very large,
corporations. In such cases, in which firms com-
pete with one another and with foreign rivals for
different market niches, trade may have different
effects for firms in the same industry. These types
of complexities are difficult to incorporate into a
broadly applicable model of trade, however, so we
shall not pursue them here. Although it might be
pointed out that large firms that enjoy economies
of scale in production also tend to engage in for-
eign investment, locating parts of their enterprise
in different nations. Below, we shall discuss the
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political implications of this type of multinational
investment in more detail,

Immigration

Of course, globalization is not simply a matter
of trade in goods and services; it also involves
international flows of the factors of production
themselves — the migration of workers between na-
tions, and international investment and lending
that transfers capital across borders. There is not
a radical difference between how we analyse these
phenomena and how we examine trade, but neither
is the analysis identical in terms of the economic
effects and the policy preferences we anticipate for
different sets of individuals within each nation.

Political debates about immigration policy have
been rising in volume and intensity in recent years
in almost all Western economies, On the one hand,
immigration is seen by many as an economic and
cultural lifeline that can supply firms in key in-
dustries with skilled workers while also injecting
nNew artistic and intellectual life into the nation.
On the other hand, many people are concerned
that immigrants take jobs away from local workers
and create ethnic enclaves that can Balkanize a na-
tion and lead to more crime and other social ills,
These latter concerns have encouraged the recent
imposition of much tighter immigration controls
in many countries, while also nurturing the growth
of extremist anti-immigrant political movements in
several European countries and increasing the inci-
dence of hate crimes directed toward immigrants.
The debate seems certain to continue in the years
ahead, and to grow fiercer.

Historically, immigration has almost always been
more politically controversial than has trade. The
issue is still so sensitive that tight restrictions on
immigration are nearly universal. Again, as with
limits on trade, such restrictions make little sense if
we look only at the aggregate welfare effects of inter-
hational labour flows. It is easy to demonstrate that
When labour is free to migrate to countries where it
€an be more productiye (and earn correspondingly

higher wages), there will be an increase in total
world output of goods and services (see Krugman
and Obstfeld 2000: ch. 7). And total output must
also increase in any economy that allows more
immigrants to enter. This expansion in produc-
tion makes it possible, in principle, for everyone to
enjoy higher standards of living. Migration flows
can actually serve the same economic purpose as
trade flows, responding to price signals to im-
prove economic efficiency. Indeed, in the standard
Heckscher~Ohlin model of trade described above,
trade is simply a function of country differences
in endowments of labour and other factors, and
$0 international movements of goods and factors
are, in fact, substitutes for one another. Countries
abundantly endowed with labour, such as China
and India, and in which wages are thus quite low
compared to wages paid elsewhere, are not only
natural suppliers of labour-intensive exports for
the world market, but are also natural suppliers of
labour itself (that is, emigrants),

As wealready know, however, what matters most
for politics is not that aggregate welfare gains are
possible from exchanges (of goods or factors) be-
tween economies; what matters most is that some
people gain and others lose, Which individuals
are most likely to oppose immigration? Again,
the standard economic analysis emphasizes the
importance of the different types of productive fac-
tors—including land and capital, as above, with an
additional distinction made between high-skilled
labour (or ‘human capital’) and low-skilled or blue-
collar labour. What is critical, as you will have
already guessed, is the impact that immigration can
have on relative supplies of factors of production
in the local economy. If immigrants have low skill
levels, as is typically assumed when discussing the
effects of immigration in the advanced economies of
Europe and North America, allowing more immi-
gration will increase the [ocal supply of low-skilled
labour relative to other factors, The effect is to lower
the real wages of all low-skilled workers, as the new
arrivals price themselves into employment by ac-
cepting lower pay, while raising the real earnings for
local owners of land, capital, and skills, as demand




for these other factors increases. Of course, if a na-
tion only allows high-skilled workers to immigrate,
the effect will be lower real wages for high-skilled
workers, but higher real earnings for low-skilled
workers and owners of land and capital.

The basic results from this simple model of
the impact of immigration —often referred to as
‘factor-proportions’ analysis (see Borjas et al. 1996;
Borjas 1999) —are widely applicable. Immigration
always harms local workers with similar skill levels
to those of the arriving workers, while benefiting
local owners of other factors. Even if we allow
for high levels of trade, which can partially offset
the impact of immigration as economies adjust to
the change in factor supplies by importing less of
some goods that can now be produced locally at a
lower cost, the effects are always in the same direc-
tion —although they may become very small in size,
and even disappear altogether, if the local economy
is small relative to other economies (Leamer and
Levinsohn 1995). The effects are even generally the
same if we allow that the skills of workers can be
highly ‘specific’ to particular industries, though the
impact of immigration on earnings will be larger for
high-skilled (specific) workers in some industries
than in others. Any inflow of unskilled labour will
be especially valuable for high-skilled workers in
sectors that use unskilled labour more intensively,
for example, but it will still benefit all high-skilled
workers since output (and demand for their skills)
will rise in each industry. Conversely, an inflow of
any type of high-skilled labour will generate the
largest decline in earnings for high-skilled workers
in the same industry (those who own the same
specific skills as the immigrants). But it will also
hurt high-skilled workers in other industries in the
local economy whose earnings will suffer, albeit in
a relatively minor way, as demand for their types
of specific skills falls in response to the expansion
taking place in the industry into which the skilled
immigrants have moved.

So, again, we have a very simple and generally
applicable way of identifying the policy preferences
of individuals. Individuals can be expected to op-
pose any policy that would permit immigration of
foreign workers with similar skill levels, but they
will support other types of immigration. Individuals
who make their living from ownership of land and
capital are likely to be the strongest supporters of
more open immigration laws. If we look at the po-
litical debates over immigration laws in particular
countries, the general alignment of interests seems
to fit rather well with these expectations. Typically,
the most vocal opposition to changes in immi-
gration laws that would permit more low-skilled
immigration comes from labour unions represent-
ing blue-collar workers. In the United States, for
example, the AFL-CIO has traditionally taken a
very tough stance in favour of restrictive immi-
gration laws and border control measures aimed at
stemming illegal immigration into the country from
Mexico (Tichenor 2002: 209). American business
and farm associations have taken a very different
position, often lobbying for more lenient treatment
ofillegal immigrants and for larger quotasin various
non-immigrant working visa categories. In similar
fashion, trade union federations in Britain, France,
and Germany have raised protests about enlarge-
ment of the European Union and the possible influx
of low-skilled workers into their economies from
new member countries in Southern and Eastern
Europe. High-skilled workers have not shied away
from immigration politics either, often lobbying
to restrict inflows of immigrants with skills that
match their own and would thus pose a competitive
threat in the local labour market—the American
Medical Association, for example, the organization
that represents doctors in the United States, has
pushed hard to limit the number of foreign doc-
tors granted visa status while also making it more
difficult for them to obtain licences to practice (see
Box 4.2).
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Beginning in the 1840s and 1850s, there was a huge surge
in emigration from England, Ireland, and other parts of
Europe and Asia to the ‘New World’ economies in North
and South America and Australasia, where labour was
relatively scarce and Wage rates comparatively high. The
rudimentary border controls and open policy towards im-
migrants in these frontier €conomies meant that lahoyr
flows responded quite quickly to economic events—and,
in particular, to gold rushes and other ‘booms’ associ-
ated with the construction of railways and the birth of
new industries. Over time, however, as labour unions be-
came more organized and politically influential in the
New World economies, greater restrictions were im-
posed on immigration. The political pressure for limits
on immigration bhecame especially strong during eco-
nomic recessions, when local rates of unemployment

Box 4.2 The ‘New World™ Closes its Doors to tmmigrants

often rose swiftly, and labour groups blamed new im-
migrants for taking jobs away from ‘native’ workers (see
Goldin 1994). Between the 1880s and the 1920s, all the
New World economies gradually closed themselves off to
immigration (see O’Rourke and Williamson 1999). In the
United States, the first bans were imposed on Chinese
immigrants in 1882, and then on all Asian immigrants in
1917, when a tough literacy test was alsg introduced as
a way of limiting inflows of low-skilled workers. In 1921,
the Emergency Quota Act placed severe restrictions on
all new arrivals. The strongest political support for these
Measures came from north-eastern states with highly ur-
banized populations working in manufacturing industries,
where labour unions were particularly well organized and

vocal.

This simple approach to the political econ-
omy of immigration restrictions is very useful,
at least as a first step towards understanding
the political forces that are likely to shape pol-
icy outcomes. It is extremely difficult, however,
to analyse the politics of immigration without
€Xamining non-economic concerns among indi-
viduals related to questions of culture and identity.
Immigration policy, after all, has a profound im-
pact on who makes up the nation itself. In this
way, it is quite different from trade policy. A
great deal of recent research suggests that divi-
sions among individuals over immigration policy
are most strongly related to fundamenta] differ-
ences in cultural values associated with ethnic and
racial tolerance and cosmopolitanism (for example,
Espenshade and Calhoun 1993; Citrin et al. 1997,
McLaren 2001). This question of whether pref-
erences related to non-economic issues have a
profound effect on attitudes towards foreign eco-
nomic policies is one that we shall return to
below.

Foreign investment

Capital can also move from one country to another.
These movements usually do not take the form of a
physical relocation of some existing buildings and
machinery from a site in one nation to another
site abroad (the equivalent to worker migration),
Instead, they take the form of financial transactions
between citizens of different nations that transfer
ownership rights over assets: a firm in one country
buys facilities abroad that it can operate as a sub-
sidiary, for example, or individuals in one country
buy shares in foreign companies, or a bank in one
country lends money to foreign firms. All such
transactions increase the stock of capital available
for productive use in one country, and decrease the
stock of capital in another country.

The dramatic increase in the volume of interna-
tional capital flows since the 1960s, outstripping the
increase in trade, has had a profound impact on the
international economy. Short-term flows of capi-
tal in the form of portfolio investment (purchases




of company shares and other forms of securities,
including government bonds), which can change
direction quite rapidly in response to news and
speculation about changing macroeconomic con-
ditions and possible adjustments in exchange rates,
have had a major impact on the choices govern-
ments can make when it comes to monetary and
exchange rate policies (see Pauly, Chapter 8 in this
volume). Longer-term capital flows in the form of
“direct foreign investment’ (where the purchase of
foreign assets by a firm based in one country gives
it ownership control of a firm located on foreign
soil), have perhaps been even more politically con-
troversial since the activities of these multinational
firms have had major and highly visible effects in
the host nations in which they manage affiliates (see
Thun, Chapter 11 in this volume). Many critics of
multinational corporations fear that the economic
leverage enjoyed by these firms, especially in small,
developing nations, can undermine national poli-
cies aimed at improving environmental standards
and human rights. The political debate over direct
foreign investment is thus highly charged.

Tight restrictions on both short- and long-term
investment by foreigners have been quite common
historically, although the controls have been much

Beginning in the 1870s, vast quantities of investment cap-
ital flowed from the centres of finance in Western Europe
to the rest of the world, providing the capital necessary
to develop railways and telegraph networks, ports, and
new mining industries in eastern and central Europe, the
Americas, and much of Asia. In the following decade,
the political context in which these foreign investments
were made began to change drastically as an intense race
developed among the major powers for political control
of territories in Africa and Eastern Asia. Governments in
Britain, France, Germany, and Belgium made imperial ex-
pansion in these regions their most urgent foreign policy
priority. Seizing political control of territories in which
there was often no clear or stable governing authority,
or at least not one capable of defending the area from
conquest by outside force, was a way to safeguard the

Box 4.3 investment. Imperialism, and the ‘Race for Africa:

less strict than those typically imposed on immigra-
tion. Clearly, these controls cannot be motivated by
a desire for economic efficiency. If such controls
are removed and capital is allowed to move freely
to those locations in which it is used most produc-
tively (and where it will be rewarded, as a result,
with higher earnings), it is easy to show that the
total output of goods and services will be increased
in both the country to which the capital is flowing
and in the world economy as a whole. Again, this
expansion in aggregate production makes it possi-
ble, in principle, to raise the standard of living for
people everywhere. International investment, just
like the migration of workers examined above, can
serve the same economic purpose that is otherwise
served by trade. International flows of capital sub-
stitute for the exports of capital-intensive goods and
services in the benchmark Heckscher—Ohlin model.
In general, then, we can expect that the advanced in-
dustrial economies of Europe and the United States,
which have abundant local supplies of capital for
investment, and in which rates of return on capital
are thus quite low compared with earnings else-
where, are the natural suppliers of capital (as well as
capital-intensive goods) to poorer nations, in which
capital is in relatively scarce supply (see Box 4.3).

investments that were being made in these territories
(mostly in the production of raw materials, such as cot-
ton, silk, rubber, vegetable oils, and other products of
tropical climates, as well as railways and ports, that were
all very vulnerable to seizure). These imperial policies
were supported most strongly by financial interests and
conservative parties, typically backed by commercial and
shipping industries as well, and by military leaders anx-
ious about the security implications of falling behind rivals
in the control of strategic territories and ports. British
economist, J. A. Hobson (1902/1948), and foliowing him,
Lenin (1917/1996), famously interpreted the imperial ex-
pansion of this time as the natural consequence of owners
of capital needing access to new investment opportunities
overseas; imperialism was, in Hobson's terms, ‘excessive
capital in search of investment’.

S312170d JIWONODJI NOITY04 40 SIDUNOS DILSIWOA FHL



MICHAEL J HISCOX 5

One point worth making here about the likely
direction of capital flows concerns the distinction
between lending and portfolio flows of capital and
direct foreign investment (see Ravenbhill, Chapter 1
in this volume). It is reasonable to imagine that
the former types of international investment are
driven purely by the quest to maximize (risk-
adjusted) rates of return on capital, in line with
the Heckscher-Ohlin model. With the caveat that
capital-poor developing countries are often politi-
cally unstable, and high levels of risk can deter in-
vestors, we should, nevertheless, expect large flows
of capital from the industrial nations to the develop-
ing world. It is much less clear that economy-wide
differences in rates of return are critical for explain-
ing patterns in direct foreign investment. There is
certainly a considerable amount of direct invest-
ment by European, American, and Japanese firms
in developing nations, with many firms setting up a
‘vertical’ multinational structure of enterprises that
locates land or labour-intensive parts of the pro-
duction process in developing nations. But the vast
bulk of direct foreign investment in the modern
world economy, in fact, takes the form of capital
flows between the industrial economies themselves,
with firms creating ‘horizontal’ structures in which
similar functions are performed in facilities in dif-
ferent locations (see Graham and Krugman 1995:
36). This type of investment does not fit well with
the standard Heckscher—Ohlin predictions based
on factor endowments, and is best explained in-
stead by the special advantages that firms in some
industries gain by jumping borders (and trade bar-
riers), and by internalizing transactions within the
firm itself. Firms that rely heavily on specialized
technologies, and management and marketing ex-
pertise, may have a hard time selling these kinds of
intangible assets to foreign companies it would like
to work with as suppliers or distributors; instead,
it may make far more sense to keep all these rela-
tionships within the firm (see Hymer 1976; Caves
1982). Many of these types of horizontal multina-
tional firms also appear to have been established to
secure access to foreign markets into which they
might not otherwise be able to sell because they

faced trade barriers. This ‘tariff-jumping’ motive
was a big factor in motivating Japanese auto firms
to set up manufacturing facilities in both Europe
and North America beginning in the 1980s. The im.-
plication is that there is often a strong connection
between the effects of trade policies and investment
(and investment restrictions), a topic we shall re-
turn to in the final section of the chapter (see also
Thun, Chapter 11 in this volume).

Now, putting aside the aggregate welfare gains
that international movements of capital make pos-
sible, which individuals are likely to benefit from
such capital flows, and which individuals will lose
out? Here, we can simply apply the logic of the
same ‘factor proportions’ approach we used above
to outline the effects of immigration. We might
distinguish between different types of capital, in
the same way that we distinguished between low-
and high-skilled labour above, and set apart lending
and short-term or portfolio investment flows from
direct foreign investment. But to keep things sim-
ple here, we shall just consider them all as a single
form of capital. What is critical here, of course, is
the impact that inflows of any foreign capital have
on relative supplies of factors of production in the
local economy. Allowing more inflows of capital
from abroad will increase the local supply of capital
relative to other factors, and thus lower real returns
for local owners of capital. At the same time, inflows
of investment will raise the real earnings of local
owners of land and labour by increasing demand
for these other factors of production.

Again, even allowing for the fact that trade
flows can partially offset the impact of international
movements of factors of production— economies
may adjust by importing lower quantities of some
goods that are now less costly to produce at
home —the direction of the effects on the incomes
of different groups is always the same. Local owners
of capital are disadvantaged by inflows of foreign
capital; while local landowners and workers (in all
categories) are better off. These effects may dimin-
ish in size in cases in which the local economy is
small relative to others, as we noted above when
discussing the income effects of immigration. but



they are always working in the same direction. And,
again, in parallel with the analysis of immigration
flows, these income effects are not affected drasti-
cally by allowing that capital can take forms that are
highly ‘specific’ to particular industries—though
the effects may be larger for owners of some types
of capital than others. This is especially relevant
when we think about direct foreign investment,
which typically involves the relocation of a partic-
ular set of manufacturing or marketing activities
that require very specific types of technologies in a
particular industry. An inflow of any type of specific
capital will, of course, result in a decline in earnings
for local owners of capital in the same industry;
it will also hurt all others who own specific types
of capital used in different industries—in a more
marginal way, of course—as demand for their assets
will fall in response to the expansion taking place
in the industry favoured by foreign investment.
We can thus expect that policies allowing greater
inflows of foreign capital will be strongly opposed
by individuals who own capital in the local econ-
omy, but such policies will be supported by local
landowners and workers. There is some evidence
that does fit well with these basic predictions. Per-
haps the best example involves the way European
and American auto companies have supported re-
strictions on the operations of local affiliates of their
Japanese rivals since the 1980s. In Europe, auto
firms pushed hard for an agreement with Japan that
included cars produced in Japanese affiliates within
the limits set on the total Japanese market share
of the European auto market. In the United States,
after some initial hesitation (perhaps reflecting the
fact that they had themselves set up numerous for-
eign transplant firms around the world), the US
auto firms supported a variety of proposals for ‘do-
mestic content’ laws that would have placed local
affiliates of Japanese auto makers at a considerable
disadvantage by disrupting their relationships with
parts suppliers at home (Crystal 2003). The ‘big
three’ American firms (Ford, General Motors, and
Chrysler) also seized the opportunity to demand
high local content requirements in the rules of ori-
gin for autos in the negotiations over the 1993 North

American Free Trade Agreement, ensuring that
they would have a major advantage over Japanese
transplants producing cars in Mexico for the North
American market. Interestingly, the workers we
would expect to be strongly supportive of incoming
Japanese investment in the auto industry, repre-
sented by the United Auto Workers union, were
in fact quite lukewarm — perhaps because they had
long advocated that tough domestic content rules
be applied to American firms, to prevent them from
transplanting their parts manufacturing facilities to
Canada and Mexico, and perhaps also in response
to concerns that the foreign transplants settingup in
southern American states such as Tennessee (Nis-
san) and Kentucky (Toyota) were not employing
union members.

Foreign investment tends to be even more po-
litically controversial in developing nations, where
the behaviour of large foreign corporations can
have profound effects on the local economy and
on local politics. One particular concern among
critics of multinational firms has been the role
that several large corporations have apparently
played in supporting authoritarian governments
that have restricted political organization among
labour groups, limited growth in wage rates, and
permitted firms to mistreat workers and pollute the
environment (see Evans 1979; Klein 2002). While
the evidence is not very clear, in some cases, local
owners of capital may well have muted their oppo-
sition to investments by foreign firms in order to
support authoritarian policies adopted by military
regimes: in Nigeria, for example, where Shell (the
European oil company) has long been the major
foreign investor, or more recently in Myanmar,
where Unocal (an American oil and gas firm) is the
key foreign player. But the basic competitive tension
between local capitalists and foreign firms (whose
entry into the economy bids down local profits) is
typically very obvious even in these unstable and
non-democratic environments, as local firms have
often encouraged their governments to impose se-
vere restrictions on foreign investments, including
onerous regulations stipulating that foreign firms
use local rather than imported inputs, exclusion
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from key sectors of the economy, and even nation-
alization (seizure) of firms’ assets (Jenkins 1987:
172). Newer evidence suggests that, as we might ex-
pect given the preferences of labour in capital-poor
developing nations, left-wing governments backed
by organized labour have made the strongest efforts
to lure foreign firms to make investments (Pinto
2003).

So far, we have considered only the issue of
whether governments relax restrictions on inflows
of foreign capital. Of course, governments can and
often do act to influence how much investment
flows out of their economies. And the same holds
for labour flows, as governments often try to affect
emigration as well as immigration—many govern-
ments, in countries as diverse as Australia, Canada,
and India, are worried about a ‘brain drain’ of
skilled workers and professionals, for example, and
have adopted a range of policies to discourage or
tax such labour flows. But the issue of outward
direct investment, often involving the ‘outsourc-
ing’ of jobs by multinational firms to their affiliates
in labour-abundant (low-wage) nations, has be-
come an especially salient political issue recently
in Europe and the United States. The political di-
visions over the issue are largely what we expect
from the factor proportions theory: those who own
capital are strongly opposed to any restrictions on
their ability to invest it abroad in order to earn
higher profits, but restrictions on outward invest-
ment are strongly supported by local workers, who
understand that capital outflows will reduce their
real earnings. In the United States, for example, the
mostardentadvocates of legislation that would raise
the tax burden on profits earned abroad by Ameri-
can corporations has been the AFL-CIO and those
workers among its membership that have been hit
hardest by outsourcing (for example, labour unions
in the textile and auto industries). Interestingly,
these labour unions have often had support from
environmental and human rights groups concerned
that competition among developing countries to
attract new investments from multinational firms
may produce arace to the bottom in environmental
and labour standards. Coalitions of labour unions

and human rights groups have waged campaigns
to try to force US corporations to adhere to strict
codes of conduct abroad. We shall discuss these

types of multi-issue political coalitions below.

Exchange rates

Of course, a critical difference between transactions
that take place between individuals living in the
Same country and transactions between people in
different countries is that the latter require that
people can convert one national currency into an-
other. If a firm in Australia wants to import DVDs
from a film studio in the United States, for example,
it will need to exchange its Australian dollars for
US dollars to pay the American company. The rate
at which this conversion takes place will obviously
affect the transaction: the more Australian dollars it
takes to buy the number of US dollars required (the
price of the DVDs), the more costly are the imports
for movie-loving Australian buyers. All the trade
and investment transactions taking place every day
in the world economy are affected by the rates at
which currencies are exchanged.

Before the First World War, almost all govern-
ments fixed the value of their currency in terms of
gold, thereby creating an international monetary
system in which all rates of conversion between
individual currencies were held constant (for fur-
ther discussion of this international gold standard,
see Ravenhill, Box 1.4 in this volume). Between the
Second World War and 1973, most currencies were
fixed in value to the US dollar, the most important
currency in the post-war world economy. In this
system, often referred to as the Bretton Woods
system (see Ravenhill: Box 1.5 in this volume), the
United States agreed to guarantee the value of the
dollar by committing to exchange dollars for gold
at a set price of $35 per ounce. Since 1973, when
the Nixon administration officially abandoned the
fixed rate between the dollar and gold, all the
major currencies have essentially been allowed to
fluctuate freely in value in world financial markets
(see Helleiner, Chapter 7 in this volume). Amone



developing nations, however, many governments
continue to fix the value of their currency in terms
of dollars or another of the major currencies (see
Frieden et al. 2001). And groups of nations in dif-
ferent regions of the world, including the members
of the European Union, have made separate efforts
to stabilize exchange rates at the regional level, even
progressing to the adoption of a common regional
currency.

The fundamental choice each government must
make involves deciding whether to allow the value
of the national currency to fluctuate freely in re-
sponse to market demand and supply, or instead
fix the value of the currency in terms of some
other currency or external standard — typically, the

Box 4.4 The Politics of the Rising Dollar

currency of a major trading partner or, as was
common in the past, gold (a precious metal val-
ued highly in most societies throughout history).
When a government chooses to fix the value of
the national currency, it sets the official rate of
exchange and commits itself to buy the currency
at that fixed rate when requested to by private ac-
tors or foreign governments. Between a ‘pure float’
and a fixed exchange rate there are intermediate
options: a government can choose a target value
for the exchange rate and only allow the currency
to fluctuate in value within some range around
the target rate. The wider this range, of course,
the more policy approximates floating the currency
(see Box 4.4).

Between 1980 and 1985, the US dollar rose by approx-
imately 50 per cent in value against the Japanese yen
and by roughly similar amounts against the German
Deutschmark and the British pound. The rapid dollar
appreciation placed immense strain on US producers
of traded goods and services, and by 1985 the Reagan
government was being lobbied strenuously by a large
variety of groups asking for some kind of action to hait
the rise (see Destler and Henning 1989). The strongest
pressure came from groups in a broad collection of export-
orientated sectors, including grain farmers, firms such as
iBM and Motorola in the computer industry, and Cater-
pillar, a large exporter of construction equipment and
machinery. The voices of these exporters were swelled
by protests coming from firms in import-competing in-
dustries, including the major auto companies and the
steel-makers. The initial reaction from the Reagan ad-
ministration was to sit tight and characterize the rise
of the dollar as a sign that the rest of the world held
the United States and its economy in high esteem. The
government had set a course to restrain inflation when
entering office in 1981, and had raised US interest rates
considerably. Taking action to devalue the dollar would
have thrown into substantial doubt this commitment to

defeat inflation. After their initial pleas were rebuffed
by the White House, however, many groups from the
steel, auto, and textiles industries began demanding new
forms of trade protection instead, bombarding Congress
with calls for trade barriers that would make up for the
competitive effects of the dollar appreciation. It was this
threat of runaway protectionism in Congress that finally
prompted the government to take action on the dollar.
in 1985, the White House reached an agreement with
the governments of Japan, Germany, Britain, and France,
which became known as the Plaza Accord (a reference
to the lavish New York hotel in which it was negotiated).
This deal provided for a co-operative effort to manage
a gradual depreciation of the dollar against the other
currencies, with each government agreeing to alter its
macroeconomic policies in such a way as to ease de-
mand for the dollar compared with other currencies (for
example, the Reagan government agreed to lower inter-
est rates and to make a new effort to reduce the size of
the US budget deficit). By giving up some control over
macroeconomic policy, in co-ordination with other gov-
ernments, the White House was able to reverse the rise of
the dollar and ease the strain imposed on US producers
of traded goods and services.
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When it comes to trade, immigration, and invest-
ment, economists agree almost universally on the
policy choice that is best for maximizing national
(and world) output, and hence general standards of
living: removing barriers to all types of international
exchange is optimal, because it allows resources to
be allocated in the most productive way. There is no
similar consensus, however, on the best approach
to currency policy. Fixing the exchange rate has
both pros and cons, and it is not always clear which
are larger. By eliminating fluctuations in the ex-
change rate, fixing makes international trade and
investment less costly for firms and individuals,
since they will not need to worry that the benefits
from these international transactions will be af-
fected adversely by some sudden, unexpected shift
in exchange rates. By doing away with exchange
rate risk, fixing allows the economy to benefit more
fully from international trade and investment. But
what is the downside? What does the government
give up by pledging to buy or sell its own currency
on request at the official rate of exchange? The
answer, in short, is control over monetary policy.

A nation’s monetary policy regulates the supply
of money (and the associated cost of credit) in order
to manage aggregate levels of economic activity, and
hence levels of inflation and unemployment. Goy-
ernments typically use monetary policy to counter
economic cycles: they expand the supply of money
and lower the cost of credit during recessions to in-
Crease economic activity and promote job creation,
and restrict the supply of money and raise the cost
of borrowing during ‘booms’ to slow economic ac-
tivity and control inflation. When a government
commits to fixing the exchange rate, it effectively
gives up the ability to tailor monetary policy to man-
age domestic economic conditions, To see why, just
imagine what happens to money supply if, at the
given exchange rate, the nation’s residents spend
more on foreign goods, services and assets in any
given period than foreigners buy from firms and
individuals in that nation: the country’s balance of
Payments, which registers the value of a]l transac-
tions with the rest of the world, will be in deficit.
This means that that there is less overall demand

for the country’s currency than for the currencies of
other countries (needed for residents to buy foreign
products and assets). To satisfy this excess demand
for foreign currencies and to maintain the exchange
rate at the fixed level, the government will be a net
buyer of its own currency, selling off its reserves
of foreign currencies (or gold). The automatic ef-
fect of maintaining the fixed exchange rate in these
conditions, then, is to reduce the total supply of the
nation’s money in circulation and slow domestic
economic activity. Just the opposite should occur
when the nation runs a balance of payments sur-
plus: excess demand for its currency compared to
other currencies will require that the government
increases the supply of its money in circulation,
thus stimulating economic activity.

In effect, then, fixing the value of the currency
makes monetary policy a hostage to exchange rate
policy. Even if a government sets the exchange rate
at a level that it hopes will generate no balance of
payments deficits or surpluses, since the balance
of international transactions in any period will de-
pend heavily on external economic conditions and
events in foreign countries, it has very little con-
trol. A recession abroad, for example, will reduce
purchases of a nation’s products by foreigners and
lead to a deficit in the balance of payments, and
50, if currency values are fixed firmly, this recession
will be ‘transmitted’ to the home nation by the
subsequent reduction in jts money supply.

The crux of the choice between fixed and floating
exchange rates is the choice between stability and
policy control: a stable exchange rate will increase
the economic benefits attainable from international
trade and investment, but this requires giving up
the ability to adjust monetary policy to suit do-
mestic economic conditions, Governments in the
most advanced economies have generally decided
that policy control is more important to them than
exchange rate stability, at least since the early 1970s.
Governments in smaller, developing nations have
mainly chosen exchange rate stability over policy
control. In part, this is because these countries tend
to rely more heavily on trade and foreign invest-
ment as sources of economic growth. This choice




is also more attractive for governments in smaller
countries trying to defeat chronic inflation. Gov-
ernment promises to deal with runaway inflation
in these countries may not be regarded as credible
by private actors if governments in the past have
shown a tendency to act irresponsibly (for example,
by printing and spending large amounts of money)
when facing electoral challenges. Since the expec-
tations that private actors have about government
policy feed directly into the prices (and wages)
set, inflationary expectations can have devastating
effects. In such circumstances, fixing the nation’s
currency in terms of the currency of a major trading
partner with a comparatively low rate of inflation
can serve an important function, providing a way
for the government to commit itself more credibly
to a low-inflation monetary policy. In essence, by
committing to keep the exchange rate fixed, the
government is ceding control of monetary policy in
avery clear and visible way, and anchoring inflation
at home to the inflation rate in the partner country
(see Giavazzi and Pagano 1988; Broz and Frieden
2001).

In terms of the effects on aggregate welfare,
the wisdom of fixing exchange rates is thus not
always crystal clear. The best or most preferred
policy for different sets of individuals within each
country can similarly be difficult to identify. Con-
sider first the case in which we assume that factors
of production are mobile between sectors in the
domestic economy (they are not ‘specific’ to par-
ticular sectors), and so we can apply the logic
of the Stolper-Samuelson theorem and factor-
proportions analysis. Since exchange rate volatility
serves, in effect, as an added barrier or cost to in-
ternational trade and investment flows, we have a
place to begin when trying to map the policy pref-
erences of individuals: in each economy, owners of
locally abundant factors are more likely to support
a fixed exchange rate, while owners of locally scarce
factors are more likely to prefer a floating rate.
In the capital-abundant, labour-scarce advanced
economies of Europe and the United States, we
might thus expect a simple class division over ex-
change rate policy: fixed rates benefit owners of

capital at the expense of workers. We could ex-
pect the reverse alignment of class interests in the
labour-abundant, capital-scarce economies of, say,
China and India. In such countries, greater ex-
change rate certainty should encourage more trade
and greater inflows of foreign investment, and both
types of international flows will benefit workers at
the expense of local owners of capital.

But, here, we cannot think about exchange rate
stability without also thinking about monetary pol-
icy control. In general, workers might be expected
to oppose fixed exchange rates in most circum-
stances, since they are likely to bear greater costs
than others when monetary policy can no longer
be used to avert economic downturns resulting in
higher levels of unemployment. Owners of capital,
on the other hand, care less about unemployment
rates than they do about keeping inflation in check,
which is typically much easier for the government
to achieve (as noted above) when monetary policy
is committed to keeping the exchange rate fixed.
Just as in the case for the nation as whole, then,
owners of labour and owners of capital may have
to make a difficult choice about where they stand
in terms of the trade-off between the effects of
greater currency stability and less monetary policy
control. In contemporary, labour-scarce Europe,
for example, workers would seem to be better off
along both dimensions if exchange rates were more
flexible, while owners of capital should prefer fixed
rates. There is some evidence that fits in with this
interpretation. Labour unions in Western Euro-
pean countries generally provided the most vocal
opposition to government policies aimed at fixing
or stabilizing exchange rates in the 1970s and 1980s,
particularly in France and Italy. But the record is
mixed. While the labour-backed Socialist govern-
ment that came to power in France in 1981 initially
abandoned exchange rate stability as a goal, by 1983
it was committed to a fixed currency peg (see Oatley
1997). In fact, during the inter-war period in Eu-
rope, left-wing governments tended to keep their
currencies fixed to the gold standard longer than
other governments (Simmons 1994). And looking
across a broader range of countries, in which labour
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is the locally abundant factor and capital is scarce,
the preferences of these broad classes of individu-
als when it comes to exchange rates becomes even
more difficult to predict.

Perhaps one major reason why it is difficult to
find compelling evidence to support simple class-
based interpretations of exchange rate politics is
that individuals tend to see things very differently
depending on the industries in which they are em-
ployed and invested. If we allow, as in previous
discussions above, that factors of production are
typically very specific to particular industries, we
get a very different picture of the alignment of
individual preferences on the exchange rate issue,
And the picture is also much clearer. Individuals
employed or invested in sectors that invest or sell
in foreign markets are likely to favour exchange
rate stability, since fluctuations in rates impose
costs on their international transactions and be-
cause they have a relatively small economic stake in
domestic (versus foreign) macroeconomic condi-
tions. Those individuals associated with firms and
banks that invest heavily in foreign markets, for
example, and export-orientated sectors that sell a
large proportion of their output abroad, should thus
tend to support fixed exchange rates. On the other
hand, owners and employees in import-competing
industries and those producing non-traded ser-
vices (for example, building, transportation, sales)
whose incomes depend overwhelmingly on do-
mestic economic conditions, are likely to favour
flexible exchange rates that allow the government
more control over monetary policy. There is some
compelling evidence supporting these predictions,
especially in the debates over exchange rate policy
in the most advanced economies. In Europe in re-
cent decades, for example, the strongest support for
fixing exchange rates (and ultimately, for creating
a common European currency) has come from the
international banks, multinational firmsin a diverse
range of industries (including auto firms such as
BMW and Mercedes), and from export-orientated
sectors. The strongest opposition to fixed rates has
tended to come from owners and labour unions
associated with import-competing industries such

as coal, steel, and textiles, especially in nations such
as France and Italy that have battled relatively high
rates of inflation (see Frieden 1994). In developing
nations, recent studies have indicated that gov-
ernments are more likely to float their currency
when the import-competing manufacturing sector
accounts for a large proportion of the local economy
(Frieden et al. 2001).

Finally, when a government does decide to fix
or stabilize its currency, it must also decide the
level at which to set the exchange rate. Whether
the currency should be ‘stronger’ (that is, take a
higher value versus other currencies) or ‘weaker’
(a lower value) is a second, important dimensijon
of exchange rate policy. Even when the currency is
floating, in fact, if it happens to move strongly
in one direction or another, the issue can be-
come a salient one, since the government may
be called upon to intervene in an effort to raise
or lower the exchange rate towards some new tar-
get. What is interesting in this regard is that the
alignment of the various groups in terms of pref-
erences for fixing versus floating the currency are
not quite the same as the way they are positioned
on the issue of the actual rate that should be set
or targeted. A stronger currency will harm those
in both export-orientated and import-competing
industries, since it will make their products less
attractive to consumers relative to the foreign alter-
natives. Individuals in these sectors should prefer a
weaker currency. But a weaker currency will harm
all others in the local economy by eroding their
purchasing power when it comes to buying foreign
goods and services. Owners and employees in non-
traded sectors should prefer a stronger currency,
as should any multinational firms or international
banks that are investing abroad and purchasing
foreign assets (Frieden 1994). In the real world of
politics, in cases in which the level of a nation’s
exchange rate has, in fact, become a salient po-
litical issue, these types of coalitions do appear
to emerge. Devaluation of the US dollar became
a major election issue in the 1890s, for example,
with the rise of the Populist movement, supported
predominantly by export-orientated farmers who




demanded a break from the gold standard in or-
der to reset the dollar exchange rate at a lower
level. The Populists were opposed most strongly

by banking and commercial interests in the north-
eastern states, who favoured a strong dollar (see
Frieden 1997).

[ Key points

¢ According to the Stolper—Samuelson theorem, trade
benefits those who own the factors of production
with which the economy is relatively well endowed,
and hurts owners of scarce factors.

* |n the alternative ‘specific factors’ model, individu-
als employed or invested in export industries are the
ones who benefit from trade, while those who are
attached to import-competing industries are disad-
vantaged.

* The leading research assumes that the specific fac-
tors approach is the most appropriate way to think
about the effects of trade in the contemporary ad-
vanced economies.

* immigration harms the real earnings of local work-
ers with similar skill levels to those of the arriving

* Inflows of foreign capital will hurt individuals who

* Individuals attached to firms and banks that invest

» A stronger currency will harm those in both export-

workers, while benefiting everyone else in the host
country.

own capital in the local economy, while benefiting
all local landowners and workers.

abroad or export a large proportion of their out-
put are likely to favour a fixed exchange rate. On
the other hand, owners and employees in import-
competing industries and those producing non-
traded services are likely to favour a flexible ex-
change rate.

orientated and import-competing industries, while
benefiting all others in the local economy.

Institutions

Once we have specified the preferences of different
individuals and groups on any particular issue, we
need to think about how much influence they will
have over policy outcomes. This is where political
institutions come in to play. Political institutions
establish the rules by which policy is made, and
thus how the policy preferences of different groups
are weighed in the process that determines the pol-
icy outcome. It is appropriate here to start with the
broadest types of rules first, and consider the formal
mechanisms by which governments and represen-
tatives in legislative bodies are elected (or otherwise
come to power). These broad features of the insti-
tutional environment have large effects on all types
of policies. But, then, we can move on to discuss
more specific aspects of the legislative process and
administrative agencies that have implications for

the formulation and implementation of trade, im-
migration, investment, and exchange rate policies.

Elections and representation

Perhaps it is best to start with the observation that
the general relationship between democratization
and foreign economic policy-making is a matter
that is still open to considerable theoretical and em-
pirical doubt. Part of the puzzleis that there isa great
deal of variation in the levels of economic open-
ness we have observed among autocratic nations.
In autocratic regimes, the orientation of policy will
depend on the particular desires and motivations of
the (non-elected) leadership, and there are different
theoretical approaches to this issue. Non-elected
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governments could pursue trade and investment
liberalization, on the one hand, if they calculate
that this will increase their own power or wealth
(for example, through taxation) by increasing na-
tional economic output. Such policies may be easier
to adopt because autocratic leaders are more insu-
lated than their democratic counterparts from the
political demands made by any organized domestic
groups that favour trade protection and limits on
foreign investment (Haggard 1990). Perhaps this is
anapt description of the state of affairs in China, asit
hasbeen openingits economy gradually to trade and
investment since the 1980s, and non-democratic
governments in Taiwan and South Korea pursued
trade liberalization even more rapidly in the 1960s.
On the other hand, autocratic governments may
draw political support from small, powerful groups
that favour trade protection. Many such govern-
ments appear to have used trade and investment
barriers in ways that were aimed at consolidat-
ing their rule (Wintrobe 1998). The experience
in Sub-Saharan African nations since the 1960s,
and in Pakistan and Myanmar, seems to fit this
mould. Without a detailed assessment of the partic-
ular groups upon which a particular authoritarian
regime depends for political backing, it is quite
difficult to make predictions about likely policy
outcomes under non-democratic rule,

In formal democracies that hold rea] elections,
the most fundamental set of political rules is the
set that defines which individuals get to vote. If
the franchise law gives more weight to one side
in a policy contest compared to others, it can ob-
viously have a great impact on policy outcomes.
Where only those who own land can vote, for
example, agricultural interests will be privileged in
the policy-making process. If this landowning elite
favours trade protection, as it did in Britain in the
years before the Great Reform Act of 1832, then such
a policy is almost certain to be held firmly in place.
By shifting political power away from landowners
and towards urban owners of capital and labour, ex-
tensions of the franchise had a major impact on all
forms of economic policy during the late nineteenth
and early twentieth centuries in Europe, America,

and elsewhere. In England, the extension of voting
power to the middle and working classes, achieved
in the reforms of 1832 and 1867, had the effect
of making free trade politically invincible — with a
huge block of workers along with the urban busi-
ness class supporting trade openness, and only a
tiny fraction of the electorate (the traditional rural
elites) against it, a government that endorsed tar-
iffs or restrictions on investment would have been
committing electoral suicide. In the United States
and Australia, on the other hand, where labour and
capital were in relatively scarce supply, the elim-
ination of property qualifications for voting and
the extension of suffrage had exactly the opposite
effect, empowering a larger block of urban voters
who favoured high tariffs. In general, extensions of
the franchise to urban classes tend to produce more
open policies toward trade, immigration, and in-
vestment in labour and capital-abundant countries,
but more closed or protectionist policies in labour-
and capital-scarce economies,

The precise rules by which representatives are
elected to national legislatures are the next critical
feature of the institutional environment. Schol-
ars have suggested that, in parliamentary systems
in which legislative seats are apportioned among
parties according to the proportion of votes they
receive (‘proportional representation’), narrowly
organized groups have far less impact on policy-
making in general than they do in electoral systems
in which individual seats are decided by the plural-
ity rule (see Rogowski 1987). Parliamentary systems
with proportional representation tend to encourage
the formation of strong, cohesive political parties
which appeal to a national constituency and have
less to gain in electoral terms by responding to
localized and particularistic demands in marginal
or contested districts (McGillivray 1997). Other
types of systems, in contrast, tend to encourage
intra-party competition among individual politi-
cians and the development of a ‘personal vote’ in
particular electoral districts, and are thus more con-
ducive to interest- group lobbying. The implications
for foreign economic policies are usually spelt out
in very clear terms: we expect that proportional




representation systems with strong political parties
(for example, Sweden) will typically produce lower
levels of trade protection and other restrictions than
alternative types of electoral systems (for example,
Britain, the United States) in which particular local
and regional interests have a greater influence.
These conclusions about the impact of particu-
laristic groups in different types of electoral systems
rest upon a critical insight derived from theoretical
work on collective action in trade politics: that there
is a fundamental asymmetry between the lobbying
pressure generated from groups seeking protection-
ist policies, and the lobbying pressure that comes
from groups who oppose such restrictions. The
main reason for this is that restrictions on imports
and other types of exchange, when imposed one
at a time, tend to have very uneven effects. As we
know from the analysis of the specific factors model
above, the benefits of a tariff on a particular good are
concentrated on the owners of capital and labour
engaged in that particular industry. If the tariff
is substantial, these benefits are likely to be quite
large as a share of the incomes of those individuals,
and thus they will typically be willing to spend a
good deal of their time and energy (and savings)
lobbying to ensure they get the tariff they want. The
stakes are very high for them. In contrast, the costs
of the tariff are shared among all the owners of
other types of specific factors in the economy; they
are dispersed so broadly, in fact, that they tend to
be quite small as a fraction of the incomes of these
individuals. Thus, it is unlikely that those hurt by
the new tariff will be prepared to devote resources
to lobbying against the policy proposal. Collective
political action will always be much easier to or-
ganize in the relatively small groups that benefit
from a particular trade restriction than in the much
larger groups (the rest of the economy) that are hurt
by the restriction (see Olson 1965). Perhaps the best

example of this logic is the extraordinary political
power that has been demonstrated by the small,
highly organized agricultural groups in Europe, the
United States, and Japan since the 1950s. These
groups, which together represent a tiny fraction of
the population in each political system, have been
able to win extremely high (if not prohibitive) rates
of protection from imports and lavish subsidies
(see Tyers and Anderson 1992).

Other aspects of electoral institutions may also
play a role in shaping policy outcomes (see Box 4.5).
In general, smaller electoral districts in plurality
systems may be expected to increase the influence
of sectoral or particularistic groups over elected
representatives, and thus lead to higher levels of
protection (Rogoswki 1987; Alt and Gilligan 1994).
In larger districts, political representatives will be
forced to balance the interests of a greater variety
of industry groups when making decisions about
policies, and will be less affected by the demands
of any particular industry lobby, and a larger share
of the costs of any tariff or restriction will be ‘in-
ternalized’ among voters within the district. From
this perspective, upper chambers of parliaments,
which typically allocate seats among representa-
tives of much larger electoral districts than those
in lower chambers, tend to be less inclined to-
ward trade protection and other types of restrictive
foreign economic policies. Meanwhile, in legisla-
tive chambers in which seats are defined along
political/geographical lines without regard for pop-
ulation (for example, in the United States Senate,
where each state receives two seats), agricultural,
forestry, and mining interests in underpopulated
areas typically gain a great deal more influence over
policy-making than they can wield in chambers
(for example, the United States House of Represen-
tatives) where legislative seats are defined based on
the number of voters in each district.
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Why was the gold standard, the system of fixed exchange
rates that appeared to work so well in bringing order
and stability to the global economy between the 1880s
and 1914, so difficult to re-establish in the 1920s? One
very important reason has to do with the major changes
in political institutions that took place in Western na-
tions around the time of the First World War. The gold
standard required that governments give up control of
monetary policy in order to keep the value of their curren-
cies fixed in terms of gold (and one another). In essence,
macroeconomic policy was held hostage to exchange
rate policy, so that currency values were stable. This was
especially difficult for smal| €conomies that happened to
run large balance of payments deficits at the set rates of
exchange. To maintain their exchange rates, they were
forced to reduce the supply of their money in circula-
tion and raise interest rates, thereby reducing economic
activity at home and increasing unemployment. If they
were already in the middle of an €conomic recession, this
meant making the downturn even worse. Governments
could only follow through with this type of commitment
to a fixed exchange rate if the economic costs of reces-

sion—which fell predominantly upon workers who lost

Box 4.5 The Institutional Foundations of the Gold Standard

jobs and income, and small businesses and farmers driven
into debt—did not have direct political consequences in
terms of their ability to remain in office. This changed in
many nations around the start of the twentieth century,
when electoral laws were reformed, extending the fran-
chise to larger proportions of the population (including
workers who had previously been denied the right to vote
in many places). Around the same time, labour organi-
zations, including trade unions and labour parties, grew
in political strength in almost all the Western economies,
using strikes to push for political reforms while gaining sig-
nificant electoral representation for the first time. Given
these profound changes in the lie of the political land, the
attempts to recreate the gold standard in the inter-war
period appear to have been doomed from the outset.
Governments elected by much broader segments of the
population were increasingly unwilling to give up their
ability to manage domestic economic conditions, espe-
cially during recessions, in order merely to maintain the
gold parity. Eventually, after weathering several smaller
crises, the system collapsed when governments began
to abandon the gold standard completely after 1929 in
response to the onset of the Great Depression,

J

We have generally been focusing on trade poli-
cies, since most of the past research on the effects of
institutions has tended to concentrate on tariff ley-
els. But recent studies also suggest that differences in
electoral institutions can have a significant impact
on exchange rate policies. In particular, in plurality
systems in which elections are all-or-nothing con-
tests between the major parties, governments ap-
pearto be farlesslikely to fix exchange rates and give
up control over monetary policy than governments
in proportional representation systems (see Clark
and Hallerberg 2000). It appears that the costs of
having ceded control over monetary policy in plu-
rality systems, should the government face an elec-
tion contest during an economic slump, are much
higher than elsewhere. This difference also appears
to be more pronounced for governmentsin plurality
systems, in which the timing of elections is prede-
termined by law (Bernhard and Leblang 1999),

Legislatures and policy-making rules

The rules that govern the way national legislatures
go about making laws can have profound effects on
the way the preferences of individuals and groups
are aggregated into different types of foreign eco-
nomic policies. These rules determine the way new
policies are proposed, considered, amended, and
voted upon. They structure the interactions among
different legislative and executive bodies, and es-
tablish which branches have what types of agenda
setting and veto power over policy.

Most of the recent research on the impact of
legislative institutions on foreign economic poli-
cies has been focused on American trade policy.
The point of departure for many studies is the in-
famous Smoot-Hawley Tariff Act of 1930, which
was such a disaster that jt helped to inspire a fairly
radical change in the rules by which Congress has




dealt with trade policy ever since. The core of the
legislative problem, as many see it, is the possibility
for logrolling or vote-trading between protectionist
interests. The benefits of a tariff or trade restriction
can often go to an import-competing industry lo-
cated almost entirely in one electoral district, with
the costs borne generally by individuals across the
rest of the economy. In such cases, lobbying pres-
sure by these industries can generate a protectionist
logroll when tariffs are being set by voting among
members of a legislature: each member of the leg-
islature will propose generous protective measures
for industries in his or her own district without
accounting for the costs they impose on individu-
als elsewhere. To gain support for these measures,
each member will vote in favour of similar mea-
sures proposed by other legislators. If members can
vote indefinitely on a sequence of such proposals, a
policy that includes every new tariff can be the equi-
librium outcome (supported by each legislator’s
belief that a vote against another’s proposal would
induce others to retaliate by offering an amend-
ment to withdraw protection from the defector’s
district). The result of such unchecked logrolling
is a vast array of protective measures, such that all
individuals are far worse off than they were before
the bill was passed (see Weingast et al. 1981).
According to conventional wisdom, the Smoot—
Hawley tariff was just such a logrolling disaster,
and Congress reacted to it in a remarkably sen-
sible way by redesigning the rules governing the
way trade policy was made. Specifically, Congress
delegated to the executive branch the authority to
alter US trade policy by negotiating reciprocal trade
agreements with other countries. This practice of
delegating negotiating authority to the president
has been continued since 1934. By delegating au-
thority over policy to the president, who would
presumably set trade policy to benefit all individu-
als within the one, national electoral district, this
innovation eliminated the spectre of protectionist
logrolling completely, and ensured that all the
costs of trade protection were fully ‘internalized’
by a decision-maker accountable to all voters. In
addition, by empowering the president to negotiate

trade agreements that elicited reciprocal tariff
reductions from other countries, the change helped
to mobilize support for trade liberalization among
export interests who could now expect improved
sales abroad as a result of tariff reductions at home.

The lessons drawn from this case are almost cer-
tainly overstated, and the conventional account has
some gaping inconsistencies. In particular, there
appears to have been no learning at all on the part
of members of Congress between 1930 and 1934: the
congressional voting records indicate that, among
the members voting on both bills, almost all those
who voted for Smoot-Hawley in 1930 voted against
the Reciprocal Trade Agreements Act (RTAA) (see
Schnietz 1994). Moreover, it is not at all clear that
protectionist logrolls have been an otherwise un-
solvable problem for tariff legislation in the US
Congress (or elsewhere) —what of all the cases in
which liberalizing bills were passed by legislatures
in the absence of delegation? In the US Congress
itself, the major acts passed by the Democrats when
in control of government before the 1930s (the
Wilson Tariff of 1894 and the Underwood Tariff
of 1913) stand out in this regard. Examples also
abound in the legislative histories of other West-
ern democracies. It should not be a mystery as to
why. In parliamentary systems, political parties play
critical roles in controlling the legislative agenda.
In proportional representation systems these par-
ties compete for a share of the national vote, and
so legislation designed to appease district-specific
interests holds little appeal. Even in plurality rule
systems, however, the majority party that forms a
government typically imposes strict control over
the policy agenda in a way that prevents such
self-defeating logrolls. Finally, the notion that pres-
idents, simply by dint of having a large (national)
constituency, must be champions of freer trade,
is hopelessly ahistorical. Here, again, we cannot
ignore the critical role played by political parties.
In the US case, the Republican base of support be-
tween the 1840s and 1940s was concentrated among
manufacturing interests in the north-east and Mid-
west states and was staunchly protectionist, and a
long list of Republican presidents championed high
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